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Abstract 

In this contribution we present a cognitively motivated approach to an in-
teractive assistance system for spatio-temporal planning tasks. Since men-
tal spatial problem solving is known to be based on hierarchical represen-
tations, we argue for region-based representation structures that allow for 
structuring a complex spatio-temporal problem such that exploring and 
communicating alternative solutions to a given problem are easily enabled. 
In this way, spatio-temporal constraints can interactively be dealt with to 
find appropriate solutions for a given planning problem. 

Motivation 

Ubiquitous assistance with spatial problem solving tasks like wayfinding 
from specific locations to specific other locations gained much attention in 
spatial cognition research (e.g., Richter & Klippel, 2005, Denis, 1997; 
Tversky & Lee, 1999). However, early stage route planning, i.e., pre-
visiting of locations using representations of unfamiliar large-scale envi-
ronments like maps has been considered in the literature only seldom (e.g., 
Dirlich et al., 1986).  

 Planning a round trip or a city tour in a foreign country are good exam-
ples for such type of problems. The problem solving task aims at selecting 
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activities and putting them into a feasible order under consideration of 
temporal and spatial constraints. Temporal constraints include, for exam-
ple, predefined durations of the whole trip and durations of individual ac-
tivities. Spatial constraints include partially specified location assignments 
and distances between locations where the activities take place.  

Especially in an early route planning stage, assignments of locations are 
specified at different levels of granularity. Location assignments can be 
specific places of interest (e.g., a particular museum), or regions (e.g., 
parts of a country, national parks, or cities). In other cases, since the envi-
ronment is unfamiliar, there are no particular location assignments, but 
rather specific requirements on properties of the corresponding locations 
resulting from the type of the planned activities (e.g., swimming, hiking, or 
sightseeing). To solve the illustrated partially underspecified spatio-
temporal planning problem means to find all possible location assignments 
for activities with unspecified location assignments and to obtain feasible 
spatio-temporal configurations (i.e., alternative solutions) which fulfill the 
given temporal scope and spatial constraints. 

The illustrated problem solving task can be formalized as a spatio-
temporal constraint satisfaction problem (cf. Dechter, 1992). However, 
taking into consideration all possible assignments of locations left unspeci-
fied the demonstrated task 1) has a high computational complexity, and 2) 
results in a large solution space. To reduce computational complexity, the 
search process should be guided by a human user. In doing so, significant 
parts of the problem space can be omitted. Yet, allowing users to partici-
pate in the search process limitations of human cognitive capacity have to 
be taken into consideration. Observation and comparison of a large number 
of alternative solutions is a cognitively demanding task (cf. Knauff et. al., 
2002). Consequently, the problem space has to be adequately represented 
to a user in order to reduce the mental load occurring during observation 
and comparison of alternative solutions.  

Referring to the definition by Simon (1981), “… solving a problem sim-
ply means representing it so as to make the solution transparent”, we have 
to understand how humans conceive spatial and temporal information and 
how the intermediate problem solving states can be adequately communi-
cated to a user. The paper describes an approach for structuring and repre-
senting a spatio-temporal problem domain which facilitates the generation 
of alternative solutions and provides a communication basis for collabora-
tion of a person and an artificial assistance system. 
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Collaborative Assistance with Spatio-Temporal Planning 

To obtain feasible solutions for the given spatio-temporal configuration 
problem, the constraints can be formalized as a constraint network (cf. 
Dechter, 1992). The constraint network consists of a finite set of variables, 
e.g., a set of activities Conf = {a0, a1, …, ai}, where 0 ≤ i < n and n is the 
number of activities, n∈Ν. Each activity has the following attributes: type, 
duration, and location. Regarding the assignment of the attributes, dura-
tion is mandatory, whereas assignments of location and activity type are 
optional. Let the temporal interval m represent the duration of the whole 
journey. A duration of an activity ai can be obtained by the duration func-
tion dur_cost(ai)=di, where di ≠ 0, di∈R. An activity type is an element 
from Type = {t0, t1, ..tk}, k∈Ν, where k is a number of activity types. A lo-
cation can be a geographical position, i.e., a point with the corresponding 
geographical coordinates (x, y) on a 2-dimensional geographical map 
where one or more activities can be accomplished, or a region. Each loca-
tion is associated to one or more activity types. Locations are connected 
with each other by paths, which have distance costs. 

The constraints which may hold between the corresponding activities 
are expressed by the thirteen qualitative temporal relations described in 
(Allen, 1983). Distances between locations of activities, i.e., a function 
dist_cost(ai, ai+1) are represented as temporal costs, i.e., time required to 
get from one location to another. Each feasible spatio-temporal configura-
tion Conf = (a0, a2, …, ai), where 0 ≤ i <n and n is the number of activities, 
should fulfill the following constraints: (1) The temporal relations which 
holds between subsequent activities ai, ai+1, where 0 ≤ i < n, should be 
“before” (b) or “meets” (m). (2) The sum of durations and the temporal 
distance costs between the corresponding locations should not exceed the 
given temporal scope of a journey m, i.e., Σ di + Σ dist_cost(ai, ai+1) ≤ m. 
(3) Underspecified spatial constraints should result in different location as-
signments. To obtain all feasible spatio-temporal configurations we need 
to search through all considerable location assignments.  

Need for assistance  

Since the given environment is unfamiliar and we have to deal with a large 
number of activities, it is difficult to solve the illustrated problem mentally. 
Depending on the number of unspecified location assignments the demon-
strated problem is weakly constrained. Underspecified activities contribute 
to large solution spaces. Consequently, the provided alternative spatio-
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temporal configurations require mental post-processing, i.e., they have to 
be observed by a user in order to find a solution which corresponds to the 
user’s specific interests and preferences. 

Partially unformalized constraint systems 

The demonstrated problem can be considered as a partially unformalized 
constraint problem (Schlieder & Hagen, 2000). The example problem solv-
ing task described in (Schlieder & Hagen, 2000) is a geometric layout con-
straint satisfaction problem. To provide assistance with such type of prob-
lems, they separated the constraints into formalized hard geometric 
constraints, e.g., ordering and alignment of elements in a spatial configura-
tion, and soft constraints like personal aesthetic preferences, which cannot 
be formalized. The assistance system provides users with a set of geomet-
ric configurations which fulfill the specified hard alignment constraints. 
Subsequently, users have to examine the generated solutions to obtain a 
“good” solution, which fulfills their personal requirements on solution 
quality regarding the personal soft constraints. To facilitate the mental 
coprocessing during the interactive search process, the introduced assis-
tance system adapts to human reasoning strategies regarding alternative 
spatial configurations, i.e., reasoning with mental models (Johnson-Laird, 
1983), and particularly reasoning with preferred mental models (Knauff et 
al., 1995).  

In this vein, the demonstrated spatio-temporal planning problem can be 
treated likewise as a partially unformalized constraint problem, consisting 
of predefined spatial and temporal constraints and a user’s personal inter-
ests and wishes to spend his/her time in a particular location. 

However, in contrast to Schlieder and Hagen’s geometric layout-
problems, depending on the number of activities, we may have to deal with 
a greater number of objects, which have to be observed in each spatio-
temporal configuration. Calculations of all possible configurations includ-
ing various permutations in order of activities require much computational 
resources of the assisting devices. Consequently, we need a compact repre-
sentation of the problem domain which on the one hand facilitates the gen-
eration of alternative solutions and on the other hand adapts to mental rea-
soning strategies about spatio-temporal relations. 

Dealing with the complexity of geographic information 

To master the computational complexity of the given spatio-temporal con-
figuration problem we have to single out particular aspects of the problem 
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domain, i.e., objects and specific properties and relations between them 
which are relevant for the problem solving task and make it possible to 
solve the problem efficiently (cf. Freksa & Barkowsky, 1996). Humans 
deal with spatial problems like route planning surprisingly well – espe-
cially in familiar environments. Therefore, organizational and structural 
principles of mental representations gained much attention in disciplines 
like cognitive psychology, artificial intelligence, and particularly in robot-
ics. In this vein, the derived organization principles for structuring spatial 
information can be applied for the knowledge representations in artificial 
spatial systems.  

The cognitively motivated principles for structuring representations of 
large-scale environments allow on the one hand for managing the compu-
tational complexity and on the other hand for establishing an adequate dia-
log between a human and an assistance system. In the following, we will 
describe how spatial knowledge about large-scale environments is struc-
tured in human memory and how humans operate on their mental represen-
tation when solving such types of spatial problems. 

Hierarchies in Human Mind  

Mental spatial knowledge representations are often described as cognitive 
maps (cf. Hirtle & Heidorn, 1993), cognitive atlases (cf. Hirtle, 1998), or 
cognitive collages (Tversky, 1993). Evidences for hierarchical representa-
tions of spatial information in human mind can be found in, e.g., (Hirtle & 
Jonides, 1985), (Tversky, 1993), and (Stevens & Coupe, 1978). Spatial 
knowledge stored in human long-term memory is often described as dis-
torted, consisting of various loosely coupled knowledge fragments which 
are incomplete, inconsistent, and even contradictory (cf. Tversky, 1993). 
Nevertheless, humans perform surprisingly well when solving spatial prob-
lems like route planning and wayfinding in familiar environments. On that 
account much scientific research efforts were put into investigations on 
how humans learn, structure, and reason about familiar and partially unfa-
miliar spatial environments in order to obtain the main aspects of spatial 
information that are utilized for spatial problem solving tasks. 

Structural aspects of spatial environments  

The pioneering work of Lynch (1960) describes how the citizens of three 
different American cities structure the information about their urban envi-
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ronment, i.e., the mental images of their cities. Lynch defines the main 
structural elements that result from his various exploration studies as 
landmarks, nodes, paths, edges, and districts. Landmarks are salient fea-
tures of the urban environment like buildings and places. They serve the 
observer as reference points. Paths are streets or lanes. Nodes are path in-
tersections, bridges, or changes of transportation modes and form impor-
tant points. Edges are boundaries of areas, which form a physical barrier 
(e.g., rivers, highways from a pedestrian point of view). Districts are areas 
in a city that share a common property (e.g., shopping areas, residential ar-
eas). Lynch describes that individuals tend to use global landmarks in new 
environments for the purpose of orientation. Gradually, the individuals add 
further information to their knowledge until a cognitive map is con-
structed.  

Consequently, mental representations consist primarily of topological 
knowledge, i.e., how the landmarks are interrelated. Depending on the me-
dium used for acquiring knowledge about the environment such topologi-
cal representations can be gradually mapped to survey knowledge, allow-
ing for adding new spatial relations to cognitive maps.  

Human spatial problem solving strategies 

When solving spatial problems, humans operate on hierarchical knowledge 
representations stored in long-term memory. Stevens and Coupe (1978) 
demonstrated the hierarchical organization of mental geographic knowl-
edge using a spatial problem, i.e., asking students of a Californian univer-
sity about relative positions of two American cities, Reno and San Diego. 
The results of the experiment have shown that the subjects derived the spa-
tial relations between two cities from the super-ordinate spatial relations 
between the states of California and Nevada when solving this problem. 
To obtain the missing knowledge about the relations between the two cit-
ies, subjects utilized the containment relations of the cities to the corre-
sponding states, which resulted in most of the cases in a false answer, i.e., 
Reno being further east than San Diego, albeit it is further west (see figure 
1). 
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Fig. 1. Map of California and Nevada exhibiting the relative positions of the cities 
of San Diego and Reno 

Hierarchies in human mind are used for categorization of information 
and particularly for structuring large-scale environments into regions. Re-
gions “help people organize their understandings of the world in an effi-
cient manner, they also help various activities in space occur more effi-
ciently” (Montello, 2003).  

The principle of regionalization of large-scale environments provides a 
basis for series of navigation experiments conducted in a virtual reality lab 
(Wiener, 2004). The results of the experiments have shown that regionali-
zation facilitates spatial problem solving tasks like navigation in unfamiliar 
large-scale environments. Mental representations formed in regionalized 
environments contain super-ordinate connectivity relations, i.e., region 
connectivity, which allow for performing navigation tasks more efficiently. 

Hierarchies in Artificial Spatial Systems 

“In order to effectively manage complex environments the spatial system 
must be capable of discarding useless information and breaking large en-
vironments into collections of smaller environments” (Chown, 2000). 
Therefore, a significant body of research is concerned with development of 
spatial systems which operate on hierarchically organized spatial knowl-
edge representations (e.g., Chown, 2000; Kuipers, 2000; Leiser & Zilber-
schatz, 1989). 

Mental representations contain primarily topological information which 
describes how different locations are interconnected. This outstanding 
property of mental representations was successfully applied in various arti-
ficial spatial systems, making their orientation and route planning per-
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formance more robust. For example, the topological level of Kuipers’ Spa-
tial Semantic Hierarchy (2000) consists of the features of external envi-
ronment, defined by places, paths, regions and their connectivity, order, 
and containment relations. Also the spatial system PLAN by Chown 
(2000) operates on topological representations which consist of a network 
of topologically interrelated landmarks and a network of gateways. The 
gateways mark the transitions between different regions of space.  

Spatial systems have to be capable of structuring the spatial knowledge 
into regions and be able to distinguish between the paths which connect 
places from those connecting regions. Although hierarchical route plan-
ning algorithms provide sub-optimal solutions, they require less computa-
tional power and are more efficient. 

Regionalize and Conquer 

In the following, we are going to introduce a representation of the spatio-
temporal problem domain which utilizes the demonstrated properties and 
aspects of hierarchical spatial knowledge representations in artificial sys-
tems as well as in human mind.  

To establish an adequate dialog between a human and an assistance sys-
tem we have to structure the problem domain into regions. Operations on 
hierarchical region-based structures resemble human hierarchical spatial 
reasoning strategies (Hirtle & Jonides, 1985; Stevens & Coupe, 1978). 
Furthermore, “regionalization has its definite analytic and communicative 
utility. It simplifies complexity and avoids unnecessary precision, both in 
thought and speech” (Montello, 2003). Consequently, the proposed spatial 
representation consists of locations, regions, nodes, and paths.  

Locations are points of interest, where one or more types of activity can 
take place. A location is an abstract one-dimensional point. To communi-
cate a location to a user, each location has a name. The name has to be 
unique within an activity region that contains the location. Locations can 
also serve as an abstraction of a region. 

An activity region contains one or more spatially proximate locations 
and a connectivity node. The locations within an activity region share spe-
cific properties according to the type activities, which are supposed to be 
pursued in that region.   

A connectivity node is a location, which connects a set of locations 
within an activity region (see figure 2). Such node has a connectivity cost, 
which results from a connectivity measure, e.g., an average distance cost to 
the corresponding locations. 
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Fig. 2. A node stands for connectivity costs of the locations within a region 

 
Super-ordinate regions structure an unfamiliar environment and contain 

activity regions. The structuring criteria encompass properties of the envi-
ronment which are relevant for the current spatio-temporal planning task. 
For example, when planning an individual journey administrative regions, 
e.g., federal states together with topography can be considered as relevant. 
The containment relation is represented by a part-of relation between su-
per-ordinate und activity regions.  

The proposed representation structure consists of a hierarchy of loca-
tions, activity regions and super-ordinate regions, related to each other by 
part-of relations. Such partonomies allow for representing and reasoning 
about qualitative topological relations between regions with rough bounda-
ries (Bittner & Stell, 2002). The connectivity nodes assigned to activity re-
gions are linked with each other via paths. Paths consist from nodes and 
edges and carry the distance costs. 

 

 
Fig. 3. Nodes connect regions 

Figure 3 illustrates different locations within a region. One of the loca-
tions represents a connectivity node that binds other locations. Such node 
can be one of the locations of interest, or another alternative location that 
binds the locations within a region with a better connectivity cost.  

The proposed hierarchical region-based representation is built in a bot-
tom-up manner. The following section describes how the proposed region-
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based hierarchy allows for solving spatio-temporal planning problems effi-
ciently in an interactive way. 

Region-based assistance with spatio-temporal planning  

It is assumed that the required information about the locations of interests 
and paths between them can be provided to the assistance system by a 
geographic information system (GIS). The assistance system first gener-
ates the corresponding activity regions that contain several locations of in-
terest of the required activity type.  
Figure 5 shows an abstract depiction of a hierarchically organized region-
based representation. The locations of interest are bound into activity re-
gions associated with the activity types: “hiking”, “swimming” and “sight-
seeing”. The locations inside the activity regions are bound to the corre-
sponding connectivity nodes: node 1a, node 2a, node 3a, node 4a, node 
5a, and node 1b, node 2b, node 3b, node 4b, respectively. Each of these 
connectivity nodes represents a connectivity cost for the corresponding ac-
tivity type within an activity region. Region A and Region B contain the 
sets of regions {1a, …,5a}, {1b,…,4b}. 

 

Region BRegion A

region 2a
sightseeing

region 1b
swimming

region 2b
hiking

region 3b
sightseeing

region 4b
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node 4a
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sightseeing
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sightseeing
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node 4a

node 5a
node 1b node 2b

node 3bnode 4b
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hiking

region 5a
swimming

region 4a
sightseeing

 
Fig. 5. Region-based representation 

In order to obtain all feasible spatio-temporal configurations all permu-
tations in the order of the activities in the given spatio-temporal configura-
tion Conf = (a0, a2, …, ai) and all possible assignments of the correspond-
ing regions, e.g., 1a, 2a, 3a etc. have to be taken into consideration. 
However, a significant part of the problem space can be pruned when us-
ing partial orders of the super-ordinate regions {Region A, Region B} or 
{Region A, Region B}.  

A user guides the search process by definition of additional constraints, 
e.g., selection of partial orders of super-ordinate regions, or partial orders 
in the given set of activities. The proposed representation allows on the 
one hand for specification, on the other hand for relaxation of constraints 
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at different levels of the spatial region-based hierarchy. Furthermore, assis-
tance with pre-visiting of unfamiliar environments can be provided at dif-
ferent levels of granularity with no requirement on precise assignments of 
particular locations, which can be refined at a later point of a journey. In 
this vein, the assistance system accompanies the problem solving process, 
resembling human hierarchical reasoning strategies about spatial relations. 
It provides a possibility to define partial orders on a coarse level and to 
step into the detailed level to find feasible partially refined spatio-temporal 
configurations keeping the global solution space consistent. 

Outlook and Future Work 

The introduced hierarchically organized region-based representation al-
lows for assignment of spatial constraints and definition of partial orders of 
regions and activities at different levels of granularity. The proposed assis-
tance system operates on hierarchically organized locations, activity re-
gions and super-ordinate regions. For the purpose of the simplicity of the 
illustrated example, an adequate mapping procedure of activity regions to 
commonly used administrative regions has not yet been considered. Since 
activity regions may contain locations of different activity types, they may 
overlap with more than one administrative region. In order to deal with 
such cases structuring criteria based on qualitative spatial relations be-
tween activity regions and administrative regions have to be considered. 
However, this is one of the topics of future work.  

Another important topic is the establishing of an adequate interaction 
model between an assistance system and a user. Skillful navigation opera-
tions for observation of the solution space have to be defined. Such opera-
tions serve for representation and manipulation of the spatio-temporal con-
figurations, like, e.g., the demonstrated specification of partial orders at 
different levels of the region-based hierarchy. For this purpose human 
problem solving strategies (cf. Newell, & Simon, 1972) and reasoning with 
mental models (cf., Johnson-Laird, 1983), particularly preferred mental 
models (cf. Knauff et. al., 1995) can be utilized. These topics are also a 
matter of further research. 



12   Inessa Seifert, Thomas Barkowsky, Christian Freksa 

Acknowledgments 

We gratefully acknowledge financial support by the German Research 
Foundation (DFG) through the Transregional Collaborative Research Cen-
ter SFB/TR 8 Spatial Cognition (project R1-[ImageSpace]). We also thank 
Holger Schultheis for valuable comments and numerous discussions. 

References 

Allen, J. F. (1983). Maintaining knowledge about temporal intervals. Communica-
tions of the ACM, 26 (11), 832-843. 

Bittner, T, & Stell, J.G. (2002). 'Vagueness and Rough Location'. Geoinformatica, 
Vol. 6, 99-121. 

Chown, E., (2000). Gateways: An approach to parsing spatial domains. In ICML 
2000. Workshop on Machine Learning of Spatial Knowledge. 

Dechter, R., (1992) “Constraint Networks (Survey).” In Encyclopedia of Artificial 
Intelligence, 2nd edition, 1992, John Wiley & Sons, Inc., pp. 276-285. 

Dirlich G, Freksa C, Schwatlo U, Wimmer K, 1986 Hg, Kognitive Aspekte der 
Mensch-Computer-Interaktion, 22-36, Springer, Berlin 1986. 

Denis, M. (1997). The description of routes: A cognitive approach to the produc-
tion of spatial discourse. Cahiers de Psychologie Cognitive, 16, 409-458. 

Freksa, C., & Barkowsky, T. (1996). On the relation between spatial concepts and 
geographic objects. In P. Burrough & A. Frank (Eds.), Geographic objects 
with indeterminate boundaries (pp. 109-121). London: Taylor & Francis. 

Hirtle, S. C. (1998). The cognitive atlas: using GIS as a metaphor for memory. In 
M. Egenhofer & R. Golledge (Eds.), Spatial and temporal reasoning in geo-
graphic information systems (pp. 267-276). Oxford University Press. 

Hirtle, S. C., & Heidorn, P. B. (1993). The structure of cognitive maps: Represen-
tations and processes. In T. Gärling & R. G. Golledge (Eds.), Behavior and 
environment: Psychological and geographical approaches (pp. 170-192). 
Amsterdam: North-Holland. 

Hirtle, S. C., & Jonides J. (1985). Evidence of hierarchies in cognitive maps. 
Memory & Cognition, 13 (3), 208-217. 

Johnson-Laird, P. N. (1983). Mental models. Cambridge, MA: Harvard University 
Press. 

Knauff, M., Schlieder, C., & Freksa, C. (2002). Spatial Cognition: From Rat-
Research to Multifunctional Spatial Assistance Systems. Künstliche Intelli-
genz, Heft 4/02, arendtap Verlag, Bremen. 

Knauff, M., Rauh, R., & Schlieder, C. (1995). Preferred mental models in qualita-
tive spatial reasoning: A cognitive assessment of Allen's calculus. Proceedings 
of the Seventeenth Annual Conference of the Cognitive Science Society (pp. 
200-205). Mahwah, NJ: Lawrence Erlbaum. 



Spatio-temporal planning in umfamiliar environments   13 

 

Kuipers, B. (2000). The spatial semantic hierarchy. Artificial Intelligence, 119, 
191-233. 

Leiser, D., & Zilbershatz, A. (1989). The Traveller: A computational model of 
spatial network learning. Environment and Behavior, 21, 435–463. 

Lynch, K. (1960). The image of the city. Cambridge, MA: MIT Press. 
Montello, D. R. (2003). Regions in geography: Process and content. In M. Duck-

ham, M. F. Goodchild, & M. F. Worboys (Eds.), Foundations of Geographic 
Information Science (pp. 173-189). London: Taylor & Francis. 

Newell, A., & Simon, H. A. (1972). Human problem solving. Englewood Cliffs, 
NJ: Prentice Hall. 

Richter,K., Klippel (2005), A.. A Model for Context-Specific Route Directions. In 
Christian Freksa, Markus Knauff, Bernd Krieg-Brückner, Bernhard Nebel, 
Thomas Barkowsky (Eds.), Spatial Cognition IV. Reasoning, Action, Interac-
tion: International Conference Spatial Cognition 2004, pp. 58–78. Springer, 
Berlin.  

Schlieder, C., & Hagen, C. (2000). Interactive layout generation with a diagram-
matic constraint language. In C. Freksa, C. Habel, & K. F. Wender (Eds.), 
Spatial cognition II - Integrating abstract theories, empirical studies, formal 
methods, and practical applications (pp. 198-211). Berlin: Springer. 

Stevens, A., & Coupe. P. (1978). Distortions in judged spatial relations. Cognitive 
Psychology, 10, 422-437. 

Simon, H.A. (1981). The Sciences of Artificial. (2nd ed.), MIT Press, Cambridge, 
MA. 

Tversky, B. (1993). Cognitive maps, cognitive collages, and spatial mental mod-
els. In A. Frank & I. Campari (Eds.), Spatial information theory (pp. 14-24). 
Berlin: Springer. 

Tversky B. and Lee P. U. (1999). Pictorial and Verbal Tools for Conveying 
Routes. In C. Freksa, D.M. Mark (Eds.): COSIT’99, pp. 51-64, Springer-
Verlag. 

Wiener, J.M., (2004) (PhD Thesis, University of Tübingen, Germany): Places and 
Regions in Perception, Route Planning, and Spatial Memory. (2004) 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


