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Abstract

From a cognitive science/artificial intelligence perspective, this paper identifies the scanpath concept as the instantiation of a general
sequencing principle that permeates the organization of spatial scene knowledge throughout the levels of mental processing. As such, it helps
create methodologies to open up windows onto higher-level cognitive processes, particularly by relating shifts of visual focus to shifts of
attention in mental reasoning. The paper argues that these methodologies form a robust basis for smart applications that employ eye movements
to assess and to assist in diagrammatic problem solving.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Eye movement technology has come a long way. In its be-
ginning, technologies to register eye movements were needed:
copper coils were attached to the eye balls to record induced
electric currents in a magnetic field when the eyes were moved
and cornea reflections of infrared light sources were measured
by photo cells to compute eye positions. Determining eye po-
sition through image analysis from a camera image was first
proposed and realized in the 1970s, but cameras were large,
computer memory was expensive, and processing times were
too long for camera-based real-time eye tracking in those days.

Due to the technological issues involved in tracking eye
positions, much of the early eye movement studies were more
determined by technological boundary conditions than by the
cognitive issues of interest to the researchers. For example,
the head movements of the participants in eye movement
experiments had to be strictly constrained through chin and
head rests and through bite bars that restricted not only the
head movements but also the comfort and relaxation of the
participants. The quality of equipment calibration competed
against the quality of the participants’ response as calibration
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required full attention, took a long time, and often tired out the
participants.

This situation has changed considerably: modern camera-
based mobile eye recording equipment functions with by and
large unconstrained head movements, is frequently portable,
and can be worn and carried around comfortably. Off-the-shelf
digital video processing equipment allows for affordable real-
time processing of the cameras’ output, tracking of the pupils,
and mapping onto a visual scene. The use of eye movement data
as a method in academic research or in applications for indus-
tries and services has increased manifold over the last decades;
in fact, it has increased to such a degree that eye movement
tracking and data analysis have been embraced by growing
open-hardware and open-source communities (e.g. [1]).

We now can go beyond simple eye movement recording tasks
and employ advanced, real-time technologies for new tasks that
make even better use of the sophistication of the oculomotor
system. In particular, we can use eye movement data as an in-
put for a robust and dynamic modeling of attentional shifts,
including shifts that occur during mental problem solving and
in particular with regard to spatial or diagrammatic reasoning
problems. From this, dynamic models of control of focus in
(spatial) problem solving come into close reach, thereby open-
ing up exciting new perspectives on human–computer collab-
orative reasoning in domains such as architectural design or
spatial configuration.
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2. Spatial structure and visual attention

Grasping the physical environment with our senses and
giving it meaning provides a great challenge to cognitive
systems—both natural and artificial. The entities in the envi-
ronment and their relations span a huge space too complex to
exhaustively search by computational approaches. This com-
plexity is due to a high dimensionality of the conceptual space
which we obtain when we relate each entity to every other
entity; the problem is compounded when we take into account
the wide range of scales and granularities at which we are in-
terested in entities in the environment ranging from subatomic
structures to astronomic scales.

In other words, there is no way that cognitive agents—
specifically humans and autonomous robots—can understand
the world around them by exhaustively analyzing the interre-
lationships of the entities involved; they must be extremely se-
lective to come to grasp with the world. Cognitive agents and
their perceptual and conceptual mechanisms can establish cer-
tain relationships between perceptual entities easily and quickly
while others require a lot of effort and cannot be used in real-
time recognition processes.

For this reason, it is natural that the concepts and mean-
ingful structures that cognitive systems establish and employ
closely follow their perceptual and conceptual abilities [2] and
such is in fact a central idea of studying embodied cognitive
systems (cf. [3]). Conversely, perceptual and conceptual abili-
ties have developed through evolutionary processes that provide
support for establishing connections between related entities in
the world.

2.1. Spatial structure

Perception makes use of and is biased by spatial structures in
the physical environment extensively: if each entity in the world
was equally related to each other entity, cognitive systems had
to deal with a space whose dimensionality equals the number
of entities in the world minus one. Physical space restricts the
number of dimensions to three. This essentially means that not
all entities can have the same distance to one another; some
entities are closer to one another than others. Thus, by re-
stricting the problem space to few dimensions it will be much
less complex—at the expense of accessibility of more distant
concepts.

As embodied cognitive agents are at the same time physical
agents, they are also subject to the same restrictions of physi-
cal space with regards to their physical movements: some lo-
cations in space will be closer than others. Additional restric-
tions apply: due to gravity and/or other physical constraints,
agents cannot move equally easily in all three dimensions, thus,
not all geometrically equidistant locations are equally reach-
able. For perceptual space other restrictions apply: vision, for
example, can overcome egocentric distance to a certain de-
gree, but it is confined to the two true spatial dimensions
of the visual field; as a consequence, information about the
third dimension (i.e. distance) can only be construed indirectly
from the two-dimensional information. Thus, vision is partially

constrained by spatial structure and partially overcomes the
spatial restrictions.

2.2. Visual attention

Let us consider the two spatial dimensions that are main-
tained spatially on a retina. Spatial structure—specifically
spatial neighborhoods—can be exploited by the homomorphic
‘campotopic’ organization of the retina: neighboring locations
in the visual field are mapped to neighboring locations on the
retina. As the retina is ‘implemented’ through physical neural
networks, it is also subject to spatial constraints. In particu-
lar, neighboring neurons can interact more easily than distant
neurons and neighboring receptive fields are usually stronger
connected than distant ones. For many visual tasks, the spatial
organization of the retina as well as of subsequent early corti-
cal areas is very helpful; think of how the ‘hole’ in the visual
image that is created by the retinal blind spot gets filled in
by extrapolating neighboring information to give the complete
picture (e.g. [4]). Also, a variety of recognition tasks (e.g. edge
detection, movement detection) can be performed at these
early processing levels. For other tasks, local neighborhood
structures are too restrictive.

This is exactly the level where eye movements set in. Eye
movements also act locally—but at a different scale than pro-
cesses on the retinal organization. ‘Strategic’ attention-shifting
eye movements depend on retinal information and are capa-
ble of abbreviating tedious local propagation of information at
lower processing levels. Viewed in this way, eye movements
generate spatial neighborhoods at a coarser level of granularity;
these neighborhoods are induced by higher-level connections
between larger-scale entities. As cognitive agents are equipped
with world and domain knowledge, they do not have to ana-
lyze all details of their visual input; in fact, there is no way that
visual systems could, for reasons of complexity. Strategic se-
lection of specific locations to support (or refute) a hypothesis
is enough to build up a coherent image and understanding of a
visual scene.

3. Visual recognition strategies

Visual recognition strategies use spatial structure in two or-
thogonal ways: (1) region growing and boundary detection by
relating visual input on a given level of granularity (horizontal
processing) and (2) aggregation/refinement by relating visual
input across various levels of granularity (vertical processing).
While the first type of processes is a data-driven interaction be-
tween visual input and neural structures, the second type relies
heavily on internal structures, e.g. [5], including those retrieved
from memory. Together, the two types represent an interchange
between bottom–up and top–down visual processing. Their in-
terplay results in a sequence of eye movements with which a
subject scans a visual scene and organizes features in sequen-
tial order [6].

The fact that visual recognition is partly controlled by
higher-level processes suggests that high-level knowledge can
be strategically employed for active search [7] and for problem
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solving, as will be discussed later on. One has to keep in mind,
however, that as with any feedback system bottom–up and
top–down processing do not constitute two separate streams of
activities; they are codependent systems that interact in many
ways.

4. Scene analysis and image construction

The spatial ordering of a scene’s content that is induced by
the scanpath is not just a phenomenon of early levels of visual
perception. Instead, on a representation-theoretic level, the un-
derlying sequentialization of information can be regarded as
one of many principles of spatial organization that transcend the
perception of physical space and serve to structure knowledge
throughout a number of cognitive (e.g. memory) subsystems,
cf. [8]. The concept ‘scanpath’ instantiates the sequentializing
principle in the domain of visual perception; on the other hand,
this principle stems from the dominance of linear ordering in
visual scene analysis.

On a practical note, where physical space restricts the num-
ber of dimensions to three, sequencing the salient features of
the space linearly further reduces representational complexity.
In mental reasoning, linear representations can facilitate emer-
gence of goal-directed behavior from distributed processes (i.e.
by providing a ‘thread’ for mental processes).

4.1. Mental representation

The spatial ordering of visual information can be traced to
later stages of data-driven cognitive processing; for example,
the sequence of eye movements has been suggested to be part
of the mental representation of a visual scene or configuration,
cf. [7]. As such, it is stored in long-term memory along with
other perceived information; it also serves as a spatial key to
retrieving memory content.

4.2. Spatial index in image construction

It is important to underscore that data-driven and top–down
streams of visual processing rely in part on highly overlapping
cognitive subsystems, such as for the shifting and zooming of
the spatial focus of attention [9], and that the subsystems’ actual
states and outputs constitute combined effects of inputs from
both streams. Eye movements can be seen as resulting from
some of these outputs, and more, they are reflective of spatial
shifts of focus in underlying attentional processes.

That being said, it becomes clear that the concerned output
necessarily depends on a relation between inputs from both
streams. Where, for example, input from top–down has to stand
against a constant broadband input through visual perception its
overall effect on eye movements has to be less than it is in the
absence of perceptual input. The latter situation characterizes
the case of mental imagery.

Imagery provides good examples of the pervasiveness of the
scanpath/sequentialization concept. Even in the absence of vi-
sual perception, effects of spatial ordering of a scene can be

found. Brandt and Stark [10] show that the scanpath during
mental imagery reflects the content of the imagined scene. What
is more, Laeng and Teodorescu suggest that eye movements
during mental imagery are not epiphenomenal but play a func-
tional role for imagery processes [11] further argue that scan-
paths may provide a spatial index to the parts of a mental im-
age, a position that is also embraced by Mast and Kosslyn [12].
Under this notion, again, the scanpath can be viewed as a part
of mental representations that is abstracted from the actual eye
movements, and that plays a functional role in general relative
spatial indexing.

This abstract conception of eye movement patterns is further
substantiated by the finding that the movement patterns gener-
ated under imagery conditions may reflect the spatial relations
in a scene even when the initial scene stimulus was non-visual
in nature but instead purely verbal [13]. Possibly, in such cases,
subjects were inspecting a mental scene they had previously
constructed while listening to the verbal description and were
thereby partially re-enacting the scanpaths memorized during
the original construction process. In that respect, one may think
of the spatial index provided by a scanpath as abstract (i.e. non-
modal) rather than representing concrete oculomotor patterns.

4.3. Eye movements and attentional control

The focus of attention is similarly governed: as a matter of
fact, shifts of attentional focus are often related to ‘a mov-
ing of the mind’s eye’. A substantial body of research asso-
ciates attentional processes with processes in eye movement
control (and vice versa); it is based on broad psychological,
functional anatomical or neural evidence. Accordingly, mem-
bers from both sets of processes—attention and eye movement
control—are seen as rather tightly related and interdependent
and it has been suggested that attentional shifts may be es-
sentially oculomotor in nature [14–16]. Thus, the spatial index
provided by a scanpath typically also tells a story about under-
lying shifts of attention.

In particular, under normal conditions, attention and eye
movements are synchronized and attentional and visual foci co-
incide on a common visual target (overt attention). During a fix-
ation the two can be dissociated and, during an eye movement,
they can be moved even to opposite directions [17] (covert at-
tention). Yet, this dissociation does not seem to be complete
(as can be demonstrated with spatial cueing, cf. [15]). Accord-
ingly, models that predict or explain eye movements induced
by a scanpath structure cannot be (completely) segregated from
models that predict or explain shifts of attention.

4.4. Scene analysis and image construction combined

Pictorial representations (including diagrams, sketches, pic-
tures, etc.) have been attributed with particular perceptual,
cognitive, representational, and computational advantages over
sentential representations [18]. This applies particularly to
tasks that can capitalize on the spatio-analogical properties
of these forms of representation. Specifically, diagrams have
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been related to visual mental images, either by representa-
tional or by computational metaphors. Cognitive mechanisms
involved in the inspection of diagrams and those involved in
the construction and inspection of mental images are found to
interface at later [19] and earlier stages of mental processing
[20,21]. Such conclusions complement the findings on over-
lapping cognitive subsystems in both capacities, for example
regarding attentional focus.

They also help explain why human reasoning, when it is
based on mental images and external diagrams combined, is
as effective as it is: mental and external representations are
interfaced by the significant overlap in the mental processing
of either one of them. Thus, their different representational and
computational strengths complement each other rather than that
their weaknesses would add up.

5. Mental/visual construction

While visual recognition aims at identifying entities and fea-
tures that are really out there in the visual field, visual problem
solving also has to deal with hypothetical views that are sup-
plied by mental construction. The boundary between visual and
mental input to attention control can be shifted even further
towards the mental side: imagery-driven processes can control
eye movements for creative construction tasks.

Visual imagery in working memory is subjected to more se-
vere capacity constraints than vision; therefore imagery-based
construction reaches a complexity threshold beyond which the
consistency of a mental construction cannot be assured. At this
point, we can reverse the relation between visual input and
mental representation we have maintained in problem solving:
whereas mental imagery assisted to fill gaps in the visual do-
main, we now can employ the visual domain to fill gaps in the
mental realm. We do this by externalizing mental images on
a visual medium and then employ vision processes to provide
feedback about consistency and other properties of the mental
construction.

6. Diagrammatic problem solving

We have seen that the organizational principle of lineariza-
tion, as it is instantiated in the scanpath concept, among oth-
ers, permeates the levels of mental processing. Along various
lines of exploration, eye movements have been shown to be
reflective of attentional shifts as well as of underlying func-
tional organizations of mental representations and processes,
both under conditions that involve visual perception or men-
tal imagery. The combination of these two thoughts leads us to
postulate that some telling relation holds between eye move-
ments on a visual scene on the one hand and attentional shifts
on mental representations of this scene, on the other. With it,
we should be able to define robust (i.e. partial) mappings from
eye movements to manipulations on higher level, cognitive con-
cepts which have been abstracted from a scene, and vice versa.
Additional support for our claim comes from research into
insight problem solving with diagrammatic problems where
significant differences in eye movement patterns have been

found between successful and unsuccessful problem solvers
[22,23].

Clearly, one should not expect to find homomorphism be-
tween attentional shifts in the oculomotor system and moving
foci in executive control of working memory. There are just too
many abstraction levels inbetween and other factors and com-
ponents involved to make a simple and direct mapping gener-
ally possible.

However, many tasks require close coupling between mental
imagery and visual perception. For example, designers make
extensive use of diagrammatic representations to visualize
imagined configurations. With these tasks, attentional shifts
are well coupled across abstraction levels, so that eye move-
ment records taken during the problem solving can effectively
help generate hypotheses as to what happens on higher (i.e.
problem solving) levels at a given point in time. We thus pro-
pose to start investigating the interrelations between scanpaths
and shifts of focus for well-defined spatial or diagrammatic
problems and then expand the scope from there on.

6.1. Relating eye movements and spatial problem solving

With respect to mental reasoning about spatial configuration
problems, we further suggest that eye tracking during the men-
tal construction phase of a solution model in a diagrammatic
reasoning task can be employed to robustly assess a reasoner’s
individual preferences. Fig. 1 shows an example of a spatial
configuration task used in a recent eye tracking study. In it,
participants were asked to mentally reconfigure geometric ar-
rangements of matchsticks to fit a specific, different pattern
which had been verbally described to them. All problems were
underspecified, thus permitting a multitude of correct solution
models. The construction process was carried out entirely men-
tally (i.e., without the aid of sketches or other tools) while the
reasoner had the problem in view and his eye movements were
tracked. After each problem, the reasoner indicated his solution
model (if any had been discovered). In the case of the example
problem in Fig. 1, four different valid solution models exist, as

Fig. 1. An example of a spatial matchstick configuration task.
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Fig. 2. Eye movements of one subject as shown by fixations and actually
constructed solution (bold).

there are two ways each to create another square by adding two
of the three matches, and an additional sixth square by adding
the third match.

As a first step of the analysis, the eye movements that occur
under problem solving are analyzed post hoc for various quan-
titative and qualitative measures, leading to the postulation of
actions, behaviors, and problem solving episodes. Based on an
evaluation of these concepts, a hypothesis is then generated as
to the constructed solution model, and consequently checked
against the solution provided by the reasoner.

One frequent finding was that the constructed solution model
was in fact a function of distribution of relative fixation fre-
quencies over diagram parts. Similarly, relative time spent on
relation parts carried a meaning (compare Fig. 2; matches were
added where the subject looked more often as well as longer).
In addition, the constructed solution was often found to be re-
lated to the relative frequencies of transitions and/or sequences
of fixations where typical sequences differed for different so-
lution models. This finding nicely complements the reports by
Grant and Spivey [22] that transition statistics between signif-
icant regions differ for successful and unsuccessful problem
solvers.

Similar to findings of Knoblich et al. [23], we could observe
distinct phases in the solving of matchstick problems: early
phases were more concerned with a general inspection and un-
derstanding of the problem, while later phases (especially in
later parts of a trial) were more indicative of the eventual solu-
tion, suggesting that this was when the solution’s construction
took place. Our data further suggests that it could be in ear-
lier phases when different aspects of the problem and possible
solutions get mainly explored.

Generally, there seem to exist important inter-individual dif-
ferences in the reasoning methods and strategies that subjects
applied in solving the different matchstick problems. For ex-
ample, with problems for which subjects were required to take
away a certain number of matches, most subjects either spent
much more time on those parts that were eventually taken away

than on those parts that stayed, or vice versa. The differences
are interesting both from an informational as well as from a
cognitive modeling point of view, as they suggest that smart
(i.e. assistive) computational systems should react differently
for different reasoners in such spatial layout tasks.

6.2. Smart assistants based on eye movement analysis

An analysis of eye movements during problem solving, how-
ever, does not have to end with generating post hoc hypotheses.
As a second step, we propose that the developed classification
and evaluation routines can be applied during problem solving.
The aim is to establish reasoning and interaction schemes that
can relate eye movement data points to their medium-duration
reasoning contexts. Implemented in a computational reasoner
and applied to collaborative human–computer reasoning sce-
narios the proposed routines could generate anytime behavior
in which the currently best hypothesis of the eventual result
is, respectively, used to tailor the behavior of a computational
assistant in the task.

Applications for such joint reasoning can be found in many
human–computer collaboration scenarios, in particular in
spatial reasoning or sketch-/plan-based architectural design as
for such collaboration to be satisfactory the computational side
has to dynamically adapt to changes in the human reasoner’s
attentional focus as well as to the problem solving decisions
that he takes along the way [24]. It is with design tasks in
particular that one can expect a good acceptance of new com-
putational tools among practitioners [25] as only part of a
task will usually be complex and cognitively demanding while
other parts require repetitive and mechanical labor. It is for
reasons of implicitness of knowledge, style or esthetics that a
fully computational treatment is precluded. Resulting are set-
tings which exhibit an exceptionally strong need for good (i.e.
cognitively adequate) human–computer collaboration. Tools
that gather data on scanpaths during problem solving through
the registering of eye movements and then based on this data
try to predict a human reasoner’s current cognitive states and
attention could be a first approach.

7. Conclusion

The research discussed here relies on the hypothesis that
attentional shifts in the human reasoner provide indications
as to his mental processes and representations. Cognition thus
guides attention, at least within the topics conversed here. Eye
movements are seen as reflecting attentional shifts. The linear
organization of features in the visual scene as scanpaths pos-
sess corresponding concepts on the various levels of cognitive
processing. We argue that the combination of these properties
helps to propagate attentional foci across different levels of
processing.

Today, eye movement recording technology has advanced
to a point where it can be used not only to register naturally
occurring eye movements but to provide feedback about inten-
tionally induced eye movements in connection with computer-
driven visualization. In the context of human–computer
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collaboration scenarios, the discussed mental and visual con-
struction processes have good potential to be extended towards
true dynamic procedures which serve to coordinate concurrent
problem solving activities of more than one agent. It is in com-
bination with other human–computer interface technologies
that eye movement recording will prove useful in yet more
domains.
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